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Abstract

Logging has been a common practice for monitoring and diagnosing performance issues. However, logging comes at a cost, especially for large-scale online service systems. First, the overhead incurred by intensive logging is non-negligible. Second, it is costly to diagnose a performance issue if there are a tremendous amount of redundant logs. Therefore, we believe that it is important to limit the overhead incurred by logging, without sacrificing the logging effectiveness. In this paper we propose Log$^2$, a cost-aware logging mechanism. Given a “budget” (defined as the maximum volume of logs allowed to be output in a time interval), Log$^2$ makes the “whether to log” decision through a two-phase filtering mechanism. In the first phase, a large number of irrelevant logs are discarded efficiently. In the second phase, useful logs are cached and output while complying with logging budget. In this way, Log$^2$ keeps the useful logs and discards the less useful ones. We have implemented Log$^2$ and evaluated it on an open source system as well as a real-world online service system from Microsoft. The experimental results show that Log$^2$ can control logging overhead while preserving logging effectiveness.

1 Introduction

Logging has been commonly adopted for monitoring and diagnosing performance issues of online service systems, such as web search engines and online banking systems. Typically, performance logs record the end-to-end execution time of a service request as well as the execution time of a component of the service system. Logging is usually achieved by instrumenting source code with logging statements and the resultant logs are stored on disks. In practice, performance logs constitute a large proportion of total logs. For example, our study of a Microsoft online service system (described in Section 6) shows that around 20%-40% of the total logs are performance logs.

Although logging is effective for performance diagnosis, it comes at a cost. Logging introduces overhead, such as disk I/O bandwidth as well as CPU and memory consumption. Intensive logging could further interfere with the service’s normal execution. For example, web search engines are sensitive to performance interference from the logging system, which tends to generate huge volume of logs. Empirical results [20] show that if logging is fully conducted, the average execution time of requests in a search engine could increase by 16.3% and the average throughput could decrease by 1.48%. Therefore, it is critical to reduce the performance interference by reducing the logging overhead. In addition, our survey (See Section 2 for more details) of Microsoft engineers confirms this finding. About 80% of the survey participants confirmed that they had experienced non-negligible performance overhead caused by logging. Furthermore, intensive logging could introduce a large amount of less “useful” logs (i.e., the logs that are not useful for helping diagnose the performance issue under investigation). A study [9] on one large-scale online service system in Microsoft indicates that a high proportion of logs are useless for diagnostic purposes. Our survey of Microsoft engineers also confirms this observation.

Existing techniques for reducing logging overhead include manually removing some logging statements, changing the logging level (e.g., from “Verbose” to “Medium”), and outputting logs in a sampling fashion [20][6]. These techniques aim to reduce the number of logs to be output. However, these techniques are insufficient for several reasons. First, they cannot guarantee to preserve logging effectiveness (i.e., preserving the useful logs for diagnosis purposes). For instance, the sampling technique could miss important events due to randomness of the sampling. Second, there is no control mechanism on “whether to log” (whether or not the executed logging statement should be output) over the existing logging systems. Therefore, once developers decide “where to log”, the logging system must strictly
output the logs after the execution of the placed logging statements. The resultant logs could still contain many useless ones. Finally, most of these existing techniques do not consider the dynamic properties of a running system. For a running system, the changes of workload and throughput can influence the load of its logging system. Simply using a single logging level or a sampling rate may not be able to control the logging overhead during workload spikes. Therefore, it is desirable to have a new, overhead-constrained logging system for performance diagnosis.

In this paper, we propose a cost-aware logging mechanism called \( \text{Log}^2 \). Using \( \text{Log}^2 \), developers predefine a resource \textit{budget} allowed for logging. At runtime, the logging system decides “whether to log” such that the logging overhead is constrained under the budget while the logging effectiveness is maximized. The budget for logging overhead is defined as \textit{logging bandwidth}, which is the maximum volume of logs allowed to be output in a time interval (such as 1KB per second). There are two reasons for choosing logging bandwidth as the budget. First, according to our survey, I/O bandwidth is the most concerning overhead in practice. Second, in general, most logging overhead such as disk storage, network I/O and CPU are directly or indirectly affected by I/O bandwidth. The logging effectiveness is measured as the percentage of performance issues that can be captured by the resultant logs.

There are three challenges for realizing such a cost-aware logging mechanism:

- It should be able to control logging overhead while preserving logging effectiveness.
- It should incur low additional overhead such as CPU and memory consumption.
- It should provide flexibility for developers to configure it for different service scenarios, and should be able to adapt to environmental changes dynamically.

To address the above challenges, \( \text{Log}^2 \) introduces a two-phase filtering mechanism. In the first phase, a large number of irrelevant logs are discarded efficiently. In the second phase, useful logs are cached and output while complying with the logging budget. The two-phase mechanism is updated dynamically to address all the challenges.

We evaluate \( \text{Log}^2 \) on BlogEngine, which is a popular open source blogging platform. Furthermore, we perform an evaluation of \( \text{Log}^2 \) using real logs of ServiceX, which is a large-scale online service system from Microsoft. The evaluation results confirm that \( \text{Log}^2 \) is effective and practical in real-world scenarios.

This paper makes the following main contributions:

- We propose a novel cost-aware logging mechanism \( \text{Log}^2 \), which helps achieve a balance between logging overhead and effectiveness. Such a mechanism incurs low additional overhead and is flexible.
- We design and implement \( \text{Log}^2 \). We also evaluate \( \text{Log}^2 \) on both a open source system and a large-scale online service system from Microsoft.

The rest of the paper is organized as follows. Section 2 describes a survey of logging practice in Microsoft, which motivates the design goals of \( \text{Log}^2 \) described in Section 3. Section 4 describes the design and implementation of \( \text{Log}^2 \). Section 5 provides the detailed evaluation of \( \text{Log}^2 \) on an open source system. Section 6 describes a case study on Microsoft ServiceX system. We discuss the limitations and future work in Section 7. Section 8 introduces the related work, and Section 9 concludes the paper.

# 2 A Survey of Logging Practice in Microsoft

To better understand the current logging practice, we conducted a comprehensive survey among hundreds of engineers from five product teams in Microsoft. We received responses from 84 engineers. According to the survey, 81 out of 84 respondents are “expert” or “knowledgeable” to logging systems. The survey aims to understand the participants’ experience in logging systems and logging overhead. The details of survey questions are available online [4].

In general, the logging systems used by Microsoft engineers fall into three categories, including (1) internally developed systems that directly output the executed logging statements via a language-intrinsic component or a wrapped API; (2) ETW logging [2], which writes the buffered logs in a batch fashion, and (3) sampling-based logging tools that are mainly designed for large-scale online services sensitive to logging overhead.

## 2.1 Logging Overhead

According to our survey, 80% of the participants agreed that logging overhead is a non-negligible issue. The top three most commonly concerned types of overhead are storage (60%), I/O bandwidth (58%), and CPU usage (56%). Among the participants, 59% of them have suffered from the consequences incurred by the logging overhead. Table 1 shows some of the experiences reported by the surveyed engineers.

The top three most widely used approaches to control the logging overhead include adjusting the logging level (93%), manually removing unnecessary logs (64%), and
Table 1: Some of the experiences of the logging overhead

<table>
<thead>
<tr>
<th>Category</th>
<th>Reported Experiences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disk I/O bandwidth</td>
<td>Overuse of I/O caused perception of interference with core functionality.</td>
</tr>
<tr>
<td></td>
<td>The bandwidth requirement by enabling all logs is 8MB/s, which however should be ( \leq 200\text{KB/s} ).</td>
</tr>
<tr>
<td>Storage</td>
<td>OS slows down, other process that needs disk space may crash and even logging system could crash. Storage is a critical component that may cause system crash, but it is often overlooked.</td>
</tr>
<tr>
<td>CPU</td>
<td>Service is slowed down significantly once the CPU usage of logging is increased to double digits. CPU usage of logging is very sensitive to our super-efficient system. 3%-5% is the upper bound for CPU usage of logging.</td>
</tr>
<tr>
<td>Memory</td>
<td>Unexpected increases of memory usage of logging system was the root cause of one service incident. Memory leak of logging system caused days of efforts on debugging.</td>
</tr>
</tbody>
</table>

archiving log files periodically (43%). However, about 65% of the participants replied that they are not satisfied with the existing approaches. For instance, removing logs by changing source code requires extra efforts on re-compiling, testing, and re-deployment. Archiving log files is often expensive because a large volume of data needs to be transformed via network. All these existing approaches are considered to be after-thoughts, and are applied only when logging overhead starts to compromise the system quality.

About 83% of the survey participants also agreed that many log messages are redundant for diagnosing performance issues, implying the feasibility to reduce logging overhead while preserving sufficient logging effectiveness. In addition, about 43% of all participants agreed that logging overhead needs to be controlled, and they considered resource budget for logging in their work.

### 2.2 Other Limitations of Existing Logging Systems

A number of participants also shared with us additional limitations of the existing logging systems and expressed the needs for a cost-aware logging mechanism. These comments and suggestions strongly motivated the design of \( \log^2 \):

**Lack of cost-awareness during log instrumentation.**

One participant complained about the lack of cost-awareness during log instrumentation. He noticed that some developers often had little idea about the resulting logging overhead when they planned to instrument source code with new logging statements. A typical bad logging practice is to insert logging statements in tight loops (i.e., the loops which iterates intensively), which could cause high overhead, especially in I/O throughput and storage. He suggested a logging system for controlling the logging overhead transparently, so that developers can perform log instrumentation without worrying about the overhead incurred.

**Burden in log analysis.** One participant commented that too many logs make it challenging to analyze logs via manual inspection. It would be helpful if a logging system can collect all possible logs but do not flush all of them. He also suggested a potential solution: logging system should flush the logs only when some predefined rules are violated.

In summary, the survey results motivate a new overhead-constrained logging mechanism as we propose in this paper.

### 3 The Design Goals of \( \log^2 \)

#### 3.1 Cost-Aware Logging Mechanism

In this paper, we propose \( \log^2 \), a cost-aware logging mechanism that constraints logging overhead. Using this mechanism, developer can perform logging by instrumenting their programs, and predefined a resource budget for logging. With the given budget, the logging mechanism decides “whether to log” for each logging request at runtime, makes sure that the logging overhead complies with the predefined budget, and maximizes the logging effectiveness at the same time. In addition, the logging mechanism can support on-the-fly budget setting. Therefore, the logging mechanism not only provides developers with the flexibility to strike the balance between logging overhead and effectiveness, but also provides the flexibility to configure different logging budgets for different service scenarios, or even the flexibility to dynamically configure the logging budget. Furthermore, such a cost-aware logging mechanism enables better planning of maintenance resources [5], as the logging budget can be determined in advance.

#### 3.2 Design Goals

\( \log^2 \) is designed to realize such a cost-aware logging mechanism. The budget for logging overhead in \( \log^2 \) is defined as logging bandwidth, which is the maximum volume of logs allowed to be output in a time interval. Logging bandwidth is the most concerning logging overhead according to engineers’ feedback. It is also the most
representative logging overhead, because other types of logging overhead such as disk storage, network I/O and CPU are often directly or indirectly affected by the logging bandwidth.

We have identified four design goals for Log\textsuperscript{2}, which are listed below:

**Cost-effectiveness:** Log\textsuperscript{2} should be able to achieve an optimal balance between logging overhead and effectiveness. The logging overhead, defined in terms of log bandwidth, should be constrained under the budget. Although the logging budget is under constraint, logging effectiveness cannot be compromised, i.e., with respect to performance diagnosis, the number of performance issues detected by the reduced number of logs should be similar to the number of issues detected by the total number of logs. In Log\textsuperscript{2}, a ranking score named utility score is defined to measure how much utility each logging request contributes to performance diagnosis. Log\textsuperscript{2} then selects the top-ranked logging requests and outputs them. Other logging requests are filtered away. More details are described in Section 4.3.

**Scalable.** Log\textsuperscript{2} should be scalable to the number of logging requests. It is very common that thousands of requests are processed per second, and considering that many logging statements are executed when serving one single request, the scale of the logging requests per second is large. A traditional logging system, which suffers since such centralized decision can delay the logging time as well as increasing the corresponding memory buffer usage. In contrast, Log\textsuperscript{2} includes a two-phase filtering design to avoid the potential bottleneck. The details are described in Section 4.

**Flexible.** Log\textsuperscript{2} should provide developers with the flexibility to configure the system. First, Log\textsuperscript{2} provides several types of predefined utility scores, which are designed for the most common diagnostic scenarios (to be described in Section 4.3.1). It also allows developers to configure a user-defined function for computing utility scores. Such flexibility enables Log\textsuperscript{2} to tackle various types of performance issues. Second, the budget can be configured on-the-fly. Such on-the-fly configuration enables developers to select a proper logging bandwidth according to the different resource plans in different scenarios. Since there is no one-fit-for-all configuration for all kinds of services, such flexibility is crucially important for wide adoption in different scenarios. More details are described in Section 4.3.2 and Section 4.4.2.

```c
1. Log2.Begin(string McrName, ...); //begin
2. DoSomething();
3. Log2.End(string McrName, ...); //end
```

Figure 1: Logging API in Log\textsuperscript{2}.

### 4 Design and Implementation of Log\textsuperscript{2}

This section illustrates the detailed design and implementation of Log\textsuperscript{2}. We first discuss the high level workflow of Log\textsuperscript{2}, and then illustrate its two core components, namely local filter and global filter. These core components are essential for achieving the goals of Log\textsuperscript{2}.

#### 4.1 Logging Requests

For performance diagnosis, developers can specify an area of code that should be monitored and logged. We call such an area of code Monitored Code Region (MCR). Examples of typical MCR include:

- Expensive system-level APIs, such as operations on I/O, database, networking, etc.
- Loop blocks. Previous work [13] found that a significant portion of real-world performance issues are caused by inefficient loops.
- Function calls cross application-level component boundaries, such as RPC or the connection between GUI and backend services.

Performance logs should record two timestamps at the beginning and end of a MCR, which are sufficient to compute the execution time of the MCR. Log\textsuperscript{2} provides two logging APIs, Begin and End, to denote the beginning and end of an MCR, respectively. The APIs compute the execution time of an MCR and also record the unique ID of the MCR. Figure 2 depicts the logging API usage in Log\textsuperscript{2}, where the execution time of DoSomething is recorded. A pair of logs Begin and End form a logging request, which will be further processed by Log\textsuperscript{2} to decide whether they should be filtered or output.

![Figure 2: The workflow of Log\textsuperscript{2}](image-url)
4.2 Overall Workflow

The workflow of Log$^2$ is depicted in Figure 2. Two filtering phases, local filter and global filter, are adopted to decide whether or not the incoming logging requests should be logged (whether to log). Such a two-phase filtering mechanism is used to avoid the potential bottleneck of a single centralized filter, when a huge number of log requests come in simultaneously. The local filters are responsible for discarding the trivial logging requests, which are logging requests that have low utility scores. The global filter is responsible for flushing the top ranked logging requests to disk and in the meantime complying with the logging budget.

Each thread of logging requests has a local filter. Only the logging requests with utility scores (which are calculated dynamically) higher than a global threshold can pass through the local filter to a memory buffer in the global filter. Other logging requests are discarded.

The global threshold is adjusted dynamically, to adapt to environment dynamics, while optimizing the effectiveness and efficiency of Log$^2$. Usually, a significant high portion of logging requests are discarded in the first phase. In the global filter, the final decision on log outputting is made periodically to make sure that the budget constraint is compliant. The logging requests from all local filters during the last time window are cached in memory. When a periodic event is triggered, the cached logging requests are sorted according to their utility scores. Only the top-ranked requests with total volume equal to the logging budget are flushed to disk. Meanwhile, the global threshold for utility scores is updated by the global filter by considering the volume of logging requests in recent time intervals. Lastly, the global filter feeds the new threshold back to each local filter.

Details about each component are described in the following subsections.

4.3 Local Filter

The major task of the local filter component is to compute the utility score for each logging request. The utility score measures the usefulness of a logging request for performance diagnosis. Note that a local filter is executed in the same service thread being monitored. The overhead for computing utility score should be kept low to reduce the impact on the service.

4.3.1 Formula of utility score

To compute the utility score for each logging request, we analyze the histogram of the execution time of the corresponding MCR. The intuition is that the utility score should be higher if the execution time of a MCR deviates further away from its past behavior. For each MCR, we can measure the degree of performance deviation based on the histogram of the execution time of the MCR. However, it is inefficient to maintain the complete history of execution time for each MCR and compute the histogram. In our work, we adopt the concept of method of moments [15], which can be efficiently computed. According to statistical theory, moments can well approximate histogram [10]. The 1-order of moment is mean, and the 2-order of moment ($\sigma^2$) is the square of standard deviation ($\sigma$).

Based on the mean ($\mu$) and the standard deviation ($\sigma$) of execution time of an MCR, we propose three forms of utility scores, given the current execution time $t$ of the MCR:

$$
utility = \frac{t - \mu - \tau}{\sigma} \quad (1)
$$

$$
utility = t \quad (2)
$$

$$
utility = t - \mu - \tau \quad (3)
$$

In Equation (1), a constant value $\tau$ is a tolerance factor, which is used to further reduce false-positives for MCRs. For example, execution time of 5ms is significantly abnormal compared to 1ms as the average execution time, but is ignorable for performance diagnosis. The default value of $\tau$ is 25ms.

Equation (2) simply uses the execution time as the utility score, which is suitable when the users would like to identify performance hotspots (e.g., those components with the longest execution time). Equation (3) computes utility score based on the mean execution time. Compared with Equations (1) and (2), it considers the abnormality (t-$\mu$) while ignores the fluctuation.

Besides the predefined utility formulas, we also allow users to specify their own utility functions to cater for their own scenarios.

4.3.2 Updating the utility scores dynamically

During performance monitoring, the execution time $t$ of each MCR varies at runtime. Therefore, the mean and standard deviation of $t$ should be updated dynamically over time. moments can be updated incrementally, with the time complexity of $O(1)$:

$$
\mu_n = (1 - \frac{1}{n})\mu_{n-1} + \frac{1}{n}t_n \quad (4)
$$

$$
\sigma^2_n = (1 - \frac{1}{n})(\sigma^2_{n-1} + \frac{1}{n}(t_n - \mu_{n-1})^2) \quad (5)
$$

where $n$ denotes the $n^{th}$ update; $t_n$ is the $n^{th}$ execution time.

We also modify the Equations (4) and (5) in a manner similar to Exponential Smoothing[11]. Exponential Smoothing can better capture the slow-varying system dynamics. The corresponding formulas are as follows:

$$
\mu_n = (1 - \alpha)\mu_{n-1} + \alpha t_n \quad (6)
$$
\[
\sigma_n^2 = (1 - \alpha)[\sigma_{n-1}^2 + \alpha(t_n - \mu_{n-1})^2]
\]  \hspace{1cm} (7)

where \(\alpha\) is a weighting factor, which is empirically set to 0.01.

### 4.4 Global Filter

In \(\text{Log}^2\), the global filter component performs two major tasks: log flushing and utility-threshold adjusting.

#### 4.4.1 Log flushing

Log flushing is triggered periodically, and such period is called flush interval. When the timer is triggered, \(\text{Log}^2\) first sorts the buffered logs according to the utility score, and then flushes the top ranked logs so that the total flushed log volume does not exceed the logging budget. All selected logs are packed together and are flushed once in a batched fashion.

**Buffer design.** Proper buffer design is important for reducing logging overhead, especially for reducing CPU usage. Note that the buffer will be accessed by multiple local filters with fast inserting operation, as well as the global filter thread with slow sorting and flushing operations. To make sure that the latter one does not affect the inserting performance and thus does not block working threads, \(\text{Log}^2\) includes a data structure called swap buffer, which has two buffers: one serves for inserting operation, and the other serves for sorting and flushing operations. These two buffers are swapped periodically after a flush interval. A 0/1 flag is used to indicate which buffer is currently used for insertion, and which one is for flushing. Such mechanism guarantees that the two threads work on different buffers without lock contention except swapping the global flag.

**Flush-interval selection.** Long flush interval would result in larger swap buffer, and thus more memory consumption; while shorter interval benefits less from batched flushing, and incurs frequent overhead in swapping buffers. \(\text{Log}^2\) currently sets the default flush interval to 30 seconds, which works well in our experiments and practice. Users are also allowed to configure the flush interval on-the-fly.

#### 4.4.2 Utility threshold adjustment

The utility threshold is used to control the volume of logs to be inserted into the swap buffer. Because only the logging requests with utility scores larger than the threshold is cached, setting a proper threshold is very important for \(\text{Log}^2\). Specifically, if the threshold is set too low, massive logs could be inserted into the swap buffer, the consequence is larger overhead. On the other hand, if the threshold is set too high, only a small amount of logs could be cached in the buffer, thus the important logs could be missed, leading to unacceptable logging effectiveness.

The optimal objective is to cache just budget-volume logs by selecting a proper threshold. Choosing such an optimal threshold value in one-shot is unrealistic, because either the environment dynamics or the frequency of different utility scores is unknown. To address this challenge, we design an iterative way for adjusting the threshold by ‘learning from history’. The duration of each iteration is called adjust interval. Intuitively, when the volume of logs in the previous adjust interval is larger than the budget, then the threshold should be increased. The threshold should be decreased when the volume of logs in the previous adjust interval is lower than the budget. From both effectiveness and efficiency perspectives, it is desirable that the adjusting algorithm should converge quickly, and the volume of logs in the buffer should not be too large (low overshoot [19]) in any interval. We next illustrate the details of \(\text{Log}^2\)’s threshold-adjustment algorithm, which is agile and has low overshoot.

**Adjustment mechanism.** Let us denote the threshold and log volume as \(T_n\) and \(V_n\), respectively. Here \(n\) is the index of the adjust interval. Let us denote \(B\) as the logging budget. The threshold adjusting mechanism used in \(\text{Log}^2\) is as follows (in the form of Secant Method [18]):

\[
T_n = T_{n-1} + (V_{n-1} - B) \times \frac{T_{n-1} - T_{n-2}}{V_{n-1} - V_{n-2}} \hspace{1cm} (8)
\]

Mathematically, the convergence of our algorithm is super-linear, with an order of 1.618 [18]. More details about the mathematical deduction of our method are available at our project website [4]. The interpretation is that the ‘gain’ \(T_n - T_{n-1}\) on the threshold is proportional to ‘error’ \(V_{n-1} - B\), and coefficient \(\frac{T_{n-1} - T_{n-2}}{V_{n-1} - V_{n-2}}\) approximates the reciprocal of the derivative, if we treat \(V\) as a function of \(T\).

In our implementation, to avoid a divide-by-zero error, we add 1 if \(V_{n-1} - V_{n-2}\) is close to 0. When \(T_{n-1} - T_{n-2}\) is equal to zero, threshold updating can trap to a certain number and never changes. To avoid such issue, we add a very small value (0.01) under such situation.

**Adjustment interval.** To make the threshold adjustment mechanism more effective, a properly chosen adjust interval is needed. The adjustment interval should mitigate the fluctuation of environment change, i.e., the workload varies slowly under the granularity of the chosen adjustment interval. Therefore, the adjust interval cannot be too short; otherwise, the transient random variation of workload will be significant. On the other hand, a too long interval indicates longer time for convergence, making \(\text{Log}^2\) less agile. In our implementation, \(\text{Log}^2\) sets the adjust interval to 30 seconds, which is the same as the flush interval.


4.5 Implementation Details

We have implemented Log\(^2\) using the C# language. Some details about the implementation are as follows.

**Bounded memory usage.** The maximum memory usage of Log\(^2\) is set to 50MB in configuration, so that Log\(^2\) has negligible memory contention with normal service operations. In our implementation, when the maximum memory usage is reached, new logging requests will be dropped in the same flushing interval. In fact, 50MB is rarely reached in most cases. Specifically, two components in Log\(^2\) consume most memory usage. One is the cache for maintaining \(\mu\) and \(\sigma\) for all the MCRs. For a large-scale online service, the number of MCRs is in a magnitude of 100,000, so the corresponding memory usage is 100,000 \(\times\) 2 \(\times\) 8B = 1.6MB. The other component that consumes most memory usage is the swap buffer. Its size depends on both the budget size and flush interval. The I/O bandwidth of logging is 200KB/s (which is 20GB per day!) per machine for a typical large-scale online service. Because the budget size does not exceed the overall throughput, a much loose upper bound of memory usage on the swap buffer is 200KB/s \(\times\) 60s \(\times\) 2 = 24MB. In addition, the 50MB threshold has not been reached in all of our experiments.

**Handling system idle time.** System idling is a special circumstance that needs to be handled. Specifically, when logging requests are rare, the budget will not be reached no matter how the utility threshold is adjusted. The consequence is that the utility threshold could become extremely low, and thus the system will overshoot dramatically (i.e., there will be a burst of flushing) when the intensity of logging requests turns back to normal. In order to avoid such circumstances, a lower bound on the adjust interval is set. In our implementation, we set the lower bound to 0. Such mechanism is commonly used in the area of control engineering [8].

**Nested instrumentation.** To support nested instrumentation, it is noteworthy that each local filter actually maintains a timestamp stack to match the logging begin-end pair. When a Begin is invoked, the corresponding timestamp is pushed into the stack; and when an End is invoked, the top element in the stack is popped, and is matched as the Begin corresponding to the current End invocation. As illustrated in Section 4.3.2, the historical information of each MCR is maintained separately, therefore, dropping the outer log request will not directly lead to the dropping of the inner log request.

5 Evaluation

In our evaluation, we intend to evaluate Log\(^2\) from the following three aspects:

**Logging throughput:** How much I/O throughput (the volume of logs flushed to disk within a time interval) can be reduced by Log\(^2\), compared with the existing logging system?

**Logging effectiveness:** How effective is Log\(^2\) in diagnosing performance issues? The effectiveness is measured as the percentage of performance issues that can be captured by the flushed logs.

**Additional overhead:** How much additional CPU and memory overhead is incurred by Log\(^2\)?

5.1 Experimental Subject and Setup

To evaluate Log\(^2\), we design experiments on BlogEngine [1], which is a popular open-source, ASP.NET based blogging platform. BlogEngine has received more than 1,000,000 downloads as of January 30, 2015. It supports various blogging activities, such as writing blogs, adding comments, sharing, and following. We choose the version 2.8, as it is a recent stable version.

To evaluate Log\(^2\) on BlogEngine, we run the BlogEngine as a service, and we simulate concurrent access to the service via multiple synthetic users. We then analyze the logs generated by Log\(^2\) as well as the runtime performance. We set up the experiment on BlogEngine with four steps: instrumentation, deployment, performance issue injection, and overhead monitoring. Below are the detailed setup procedures.

**Instrumentation.** We perform program instrumentation guided by previous work [14] [13]. Specifically, three types of code regions in BlogEngine are marked as MCRs and logged, since they have relatively high potential to cause performance issues. These three types of MCRs include expensive system-level APIs, loop blocks, and function calls. In summary, about 1000 MCRs are identified and instrumented.

**Deployment.** We use one physical machine to deploy the BlogEngine service, and two other physical machines are configured as client nodes. Each machine runs Windows Server 2012 R2, with CPU Intel(R) Xeon(R) E5-2650 v2 @ 2.60GHz (2 processors) and 192GB Memory.

We adopt a tool named WebTest [3] to simulate high workload from multiple synthetic users to access the BlogEngine service. WebTest is a new testing tool released with Visual Studio 2012. It can be configured to generate mixed types of requests with user-specified loads. In our experiment, we generate five typical types of requests in WebTest - read blogs, write comments, search, download files and upload files. These requests cover the most common usage scenarios of BlogEngine.

**Performance Issue Injection.** In order to evaluate the logging effectiveness of Log\(^2\), we inject three types of performance issues, namely upload an extremely large file, search a strange term, and exhaust CPU by other process. Specifically, when uploading a file with size
larger than 100MB, the GUI on the client side starts to hang (a possible fix is to put the uploading job in a background thread). The response to the search operation becomes significantly slow when entering a strange query term that is long and contains special characters (a possible fix is to pre-process the query term). Both of these two performance issues can be directly pinpointed by the corresponding logs.

We write a program named ResourceEater to consume high CPU usage in a certain period to mimic the third type of performance issues. When ResourceEater is launched, it occupies CPU intensively. The runtime performance of BlogEngine degrades significantly. Such performance issues can be reflected in the corresponding logs (e.g., the logs that mark the loop blocks).

**Overhead monitoring.** To measure the I/O throughput, we record the number of logs flushed to disk per time interval. To measure the additional CPU/Memory overhead of Log², we write a program named PerfMonitor to periodically monitor the CPU and memory usage of BlogEngine at every second. The CPU overhead is measured as the percentage of total CPU cycles Log² occupies, and the memory overhead is measured as the bytes of memory space Log² consumes.

### 5.2 Experimental Design

We design an experiment to evaluate Log². We use the WebTest tool [3] to simulate 101 synthetic users concurrently accessing BlogEngine. The experiment runs for two hours. Among the 101 users, 100 users mimic the normal user behaviors, which fall into the five aforementioned groups (read blogs, write comments, search, download files and upload files). One user mimics the abnormal usage to inject two types of performance issues (upload an extremely large file and search a strange term), which are generated 78 times during the 2-hour experiment.

To inject the issues caused by exhausting CPU by other process, the ResourceEater is triggered on the service machine one hour after start, and lasts for 10 minutes.

We also evaluate the logging effectiveness of Log² using three utility scores: \( t, (t - \mu - \tau), (t - \mu - \tau)/\sigma \), respectively.

In the experiment, we compare Log² with the baseline approach, which directly outputs all executed logs without considering cost-effectiveness. As we instrument all the interested MCRs, the baseline approach is able to detect all injected performance issues. We are interested in knowing how Log² can detect similar number of issues using fewer amount of logs.

In addition, we compare Log² with two sampling-based logging approaches, named Sampling-counter and Sampling-time, respectively. Sampling-counter is counter-based, which uses a global counter to record how many logging requests are processed. Only the logs whose corresponding counter is divisible by the reciprocal of the sampling rate are flushed to disk. Sampling-time is time-interval based, which uses a timer to control when the logs are flushed to disk. Only the logs executed when the timer is triggered are flushed.

### 5.3 Experimental Results

**Logging throughput.** Figure 3 shows the number of logs flushed per time interval (30s) using Log² and the baseline logging approach, respectively. The budget is set to 120 logs/interval. The big drop on the number of logging requests (around interval 118-136) is due to the launching of ResourceEater.

Figure 3 shows that the logging throughput is significantly reduced using Log². The average number of logs flushed per interval is 104 for Log², while it is 3,800 for the baseline logging approach. The reduction on logging throughput is over 97%. In addition, the logging throughput of Log² strictly complies with the budget constraint (< 120 logs/interval).

**Logging effectiveness.** The logging effectiveness is inherently associated with the budget size, i.e., the logging bandwidth. Higher logging bandwidth would induce higher logging effectiveness. We evaluate the logging effectiveness by varying the budget size. In addition, we also evaluate three alternative formulas of utility scores \((t, t - \mu - \tau, and (t - \mu - \tau)/\sigma)\).

Figure 4 illustrates how the logging effectiveness increases as the budget size increases. All the three proposed utility scores help achieve high effectiveness, i.e., the coverage of marked logs increases quickly to almost 100% when the budget size starts to increase. The results indicate that Log² has strong ability to preserve high logging effectiveness while reducing a significant amount of logs.
The results of two sampling-based logging systems, Sampling-counter and Sampling-time, are illustrated in Figure 5. The effectiveness of either Sampling-counter or Sampling-time is approximately proportional to the sampling rate, which is much lower than what Log\(^2\) achieves. It is worth noting that the budget size of 120 logs/interval is equivalent to the sampling rate of 3%. While Log\(^2\) achieves almost 100% coverage with such budget size, Sampling-counter and Sampling-time achieve only 2% and 6% coverage, respectively.

For the issues injected by exhausting CPU by other processes, there are in total 690,000 individual calls on 6 instrumented loop blocks during the experiment (note that each loop block is one MCR). By using Log\(^2\), only 22,000 (97% reduction) calls on loop blocks are recorded (budget size = 120 logs/interval), with the average execution time of 160ms. By inspecting the loop-related logs, we found that the average execution time is 423ms when ResourceEater is launched, which is significantly larger than the average value (160ms) without the impact of ResourceEater. Our inspection shows that the logs reflecting loops with long execution time are recorded, which demonstrates the capability of Log\(^2\) to detect the performance issue due to exhausted CPU usage.

In summary, the experimental results show that Log\(^2\) is effective in detecting performance issues, while keeping the volume of logs low.

**Additional overhead.** Log\(^2\) works in the same process of the BlogEngine service, hence its own CPU/Memory usage cannot be measured directly. In order to evaluate the overhead of Log\(^2\), we measure the overall CPU/Memory usage of the BlogEngine system integrated with Log\(^2\), and compare it with the overall usage of the BlogEngine system integrated with the baseline logging approach (outputting all logs). We run the experiment with each setting 7 times to overcome random variations.

<table>
<thead>
<tr>
<th>Logging system</th>
<th>Memory(GB)</th>
<th>CPU(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log(^2)</td>
<td>4.74±0.21</td>
<td>63.4±3.0</td>
</tr>
<tr>
<td>Baseline</td>
<td>4.70±0.25</td>
<td>70.6±4.1</td>
</tr>
</tbody>
</table>

According to Table 2, the additional memory usage of Log\(^2\) over the baseline approach is not noticeable. When integrated with Log\(^2\), the average CPU usage of BlogEngine is slightly lower than that with the baseline logging system. This is because using Log\(^2\), a large number of logging requests are discarded at early stage, therefore a significant amount of processing (such as logging state extraction or string conversions) as well as lock contention are avoided, leading to reduced CPU usage.

In order to evaluate the memory usage of Log\(^2\), we monitor the size of the swap buffer over time. Figure 6 shows the number of logs inserted into the swap buffer per flush interval. There is one peak at the beginning, when the threshold for the utility score is not converged. The peak is about 1.3 times higher than average, which is far from the default maximum memory limit set in Log\(^2\). In addition, it takes only five iterations to converge, which shows that the small memory peak disappears quickly. The variation of the curve is mostly caused by the randomness in the workload.
6 An Application to Microsoft ServiceX

To further evaluate $\text{Log}^2$, we have applied it to analyze the performance logs of Microsoft ServiceX (the service name is anonymized due to confidentiality). ServiceX is a large-scale online service system, serving millions of users globally.

Designed with a 3-tier architecture, ServiceX is run on a large number of machines, each of which continuously generates huge amount of logs. A typical front-end machine usually generates logs with a speed of 30MB per minute. Log aggregation from all the machines is a heavy task, since each machine generates about 40GB logs every day. ServiceX provides a logging API called MoS for performance diagnosis. The corresponding logs are called MoS logs (i.e., performance logs), which take up 20%-40% of the total logs. Engineers of ServiceX would like to reduce the large volume of MoS logs, since most of them are not useful for performance diagnosis and they simply incur overhead.

We apply $\text{Log}^2$ to evaluate its ability to reduce the volume of MoS logs.

**Setup.** Each MoS log entry contains the following information: log time, execution time of the MCR, code region ID, and thread ID. Such information is sufficient to re-construct the execution flows of all the MoS logs. We randomly select 12 different datasets. Each dataset contains logs generated during one continuous hour.

We focus on evaluating logging bandwidth and effectiveness in our study. To do so, we identify performance hotspots, which are the code regions that take most time to execute. We choose the MoS logs having the top 0.3% (i.e., 1 - 99.7%, which is a 3-sigma rule of thumb [22]) longest execution time as the performance hotspots. We then apply $\text{Log}^2$ to see how many of these performance hotspots can be successfully identified. We choose $t$ as the utility formula. We evaluate logging effectiveness as the coverage of the performance hotspots by varying the budget size. Additionally, we also evaluate how the flush interval affects the effectiveness.

**Results.** Figure 7 shows the logging effectiveness of $\text{Log}^2$ by varying the budget size. Since we conduct experiments on 12 datasets, the effectiveness on each budget is represented by a range. As shown in Figure 7, the coverage of performance hotspots quickly comes up to 100% when the budget size increases. Particularly, when the budget is set to 100 logs/interval, which is equivalent to the sampling rate of 0.77%, the coverage is already 98%. On the other hand, only 4.5 MB logs are recorded, while the size of original MoS logs is 500MB for each dataset.

Figure 8 shows the effectiveness of $\text{Log}^2$ under different flush interval values. Here the budget is set to 120 logs/interval, which is equivalent to the sampling rate of 1.0%. When the flush interval is very small, the coverage rate is relatively low, mainly due to the significance of randomness on the workload. Setting the flush interval to 30 seconds is satisfactory, since the coverage rate here is almost 100%.

7 Discussion

**Budget control for multiple services.** In our current design, $\text{Log}^2$ is implemented as a runtime logging library and can be dynamically linked to a service system under monitoring. It controls the budget for only one single service. As budget can be changed dynamically, it is possible to make $\text{Log}^2$ a standalone process, which manages a set of budgets for multiple services. Such a centralized budget control system can further enable dynamic budget re-allocation to different services.

**Supporting more types of performance analysis.** $\text{Log}^2$ is very effective for capturing performance hotspots on-the-fly. In practice, there are other commonly required types of performance analysis. For example, to understand the overall latency status of the system under monitoring, the total number of times the latency hits the 3-sigma threshold, the average latency of a component, and so on. $\text{Log}^2$ has the ability to provide such information. For example, $\text{Log}^2$ maintains the mean
and standard deviation values for each MCR. In addition, Log\(^2\) can record how many times each MCR is updated. Hence, many other measures of performance status (such as the 3-sigma measures) can be easily derived from these basic statistics. Additionally, all the data of Log\(^2\) can be dumped periodically and used by other performance analysis tools. Analytical reports based on the off-line processing of the data can produce comprehensive information for post-mortem analysis.

**Multiple objectives.** Currently we only define budget in terms of I/O bandwidth, as it is mostly concerned by our surveyed participants. It is possible to consider more objectives, such as CPU and memory usage, and to control logging overhead by performing multi-objective optimization. We will address it in our future work.

**Where to log.** As described in Section 4.1, we identify MCRs for performance diagnosis. In this paper, we focus on the problem of “whether to log”. Another important topic is “where to log”, i.e., the automatic identification of code regions that should be logged and monitored. The two problems, “whether to log” and “where to log” are closely related to each other. For example, the logging mechanism we proposed enables “conservative logging”, i.e., developers can instrument a large amount of logging statements without concerning about the logging cost. This is an important topic of our future work.

**Leveraging non-performance logs.** Although performance logs are common in practice, there are also other types of logs such as those for failure diagnostics. Two adjacent log entries indicate the time spent on executing code between the two log entries. It would be interesting to leverage those logs for performance diagnosis.

**Extension to failure diagnosis.** Our current work focuses on analyzing performance logs for effective and efficient monitoring and diagnosis of performance issues. Apart from performance logs, there are other types of logs such as logs recording error and failure information. These logs are mainly for diagnosing software failures in production environment [24, 26, 27]. How to extend our work to support failure diagnosis is important future work.

8 Related Work

Performance monitoring and diagnosis has become increasingly important, especially in the era of Internet-based services and cloud computing. A large amount of research has been conducted to characterize [13, 28, 16] and improve system performance [14, 21, 23, 12, 7].

In production environment, logging is still the most commonly used technique for performance monitoring and diagnosis. Dapper [20] is a large-scale distributed tracing infrastructure widely adopted by Google for ubiquitous and continuous monitoring. Dapper is designed to have low overhead, application-level transparency and scalability. Log\(^2\) shares the same design goals with Dapper, and goes one-step forward with finer-grained and more accurate control on logging overhead to comply with the resource budget. Dapper flushes only a fraction of all traces using a sampling (with a manually configured sampling rate) approach such that interesting traces could be missed. Log\(^2\) preserves useful logs with significantly higher effectiveness. At the same time, Log\(^2\) guarantees the resource budget constraints, which can be violated in Dapper.

ETW (Event Tracing for Windows) [2] is a framework that can log Windows kernel or application-specific events to a log file. It has a buffering mechanism that reduces the number of disk accesses for logging. However, ETW is not cost-aware: it cannot selectively record a number of logs based on a given budget.

Paradyn [17] also controls its instrumentation overhead dynamically. However, it depends on users to explicitly configure where to log, and predict whether to log. Log\(^2\) instead is user-transparent in that whether to log decisions are dynamically made by the logging mechanism. Excessive instrumentation is commonly adopted in the profiling domain. Matthew [6] presents sampling based low-cost instrumentation to enable feedback-guided just-in-time optimization. Like Dapper, logging based on random sampling would miss interesting traces.

Yuan et al. [25, 26, 27] have pioneered the work on log-based failure diagnosis. LogEnhancer [27] aims to enhance the recorded contents in existing logging statements by automatically identifying and inserting critical variable values into them. ErrLog [26] utilizes a number of exception patterns that potentially cause system failures, and then adds proactive logging code to automatically log all of them. These work mainly address the problems of “what to log” and “where to log”. Our work, instead, focuses on “whether to log”.

9 Conclusion

In this paper, we have presented Log\(^2\), a cost-aware logging system for making the optimal “whether to log” decisions. Log\(^2\) adopts a two-phase filtering mechanism to selectively record useful logs based on a given logging bandwidth. The experimental results on both BlogEngine and ServiceX demonstrate the capability of Log\(^2\) to control logging overhead while preserving effectiveness.

Currently, Log\(^2\) analyzes performance logs for performance monitoring and diagnosis. As we discussed in Section 7, in the future we will extend Log\(^2\) to support more type of analysis, such as supporting other kinds of logs for failure diagnosis.
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